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ABSTRACT

In the domain of mobile robotic task execution under
dialogue control, a primary goal is to identify the task tar-
get which is speci�ed by a natural language description. A
number of concepts are expressed in the user spoken lan-
guage by vague terms like \the big box" and \very close to
the door". We use fuzzy logic to map these vague terms onto
the quantitative data collected by system sensors. Fuzziness
may cause uncertainty in interpretation and, in particu-
lar, in understanding references. This uncertainty is abated
by collecting additional information through queries to the
user and autonomous sensing. Entropy is used to select
the queries having the greatest discriminatory power among
referent candidates. In addition, we examine the trade-o�
between querying, sensing and uncertainty. A framework
to deal with each of these issues has been developed and
will be presented in the following.

1. NATURAL LANGUAGE UNDERSTANDING

In order to facilitate person-machine interaction, several
computer systems are using techniques to understand nat-
ural language, either spoken or written. Unlike most Natu-
ral Language Understanding (NLU) systems, in which rec-
ognized keywords and sentence structures are mapped to
database entities and queries respectively, our system can
handle words that are not directly related to database en-
tries. An example of words of this type are quali�ers such
as \small", \blue", and \far", which have imprecise de�-
nitions. These terms are often used to describe an object
which cannot be referred to by a unique label. Consider
an o�ce environment in which a mobile robot has the ca-
pability to fetch and transport various objects. These ob-
jects may be so numerous that it would be unrealistic to
assume that each can be referred to by a distinct name or
label. Furthermore, it would be unnatural and impractical
for humans to use unique labels for every article. A more
reasonable assumption is that each object can be uniquely
described by a �nite set of quali�ers some of which may be
relational. A system designed to interact with humans must
be able to deal with such imprecise terms and identify the
object being referred to by the human. The work described
here assumes that user commands will contain a form of
referring expression, or description, that designates the tar-
get of the command task. The system must �rst identify
the referent in order to execute the task.

As sentence interpretation is performed on the output
of a system for Automatic Speech Recognition (ASR), it is
also important to learn, from a training corpus, the relation
between the targets of the command task and the expres-
sions used by the user. Interpretation does not depend only
on a spoken sentence, but also on the dialogue history, the
robot environment and the focus. Automatic learning along
the lines of [KM94] involving history and focus information
is used for this purpose.

2. DATA REPRESENTATION AND MAPPING

For the purposes of this work, we assume a mobile robot
that is able to navigate in a partially known environment
and able to use sensors to observe or compute attributes.
We use the term attributes to refer to the various properties
(derived or directly observable) of objects. Typical proper-
ties that can be sensed with real robots include volume,
shape, colour, re
ectance, height, and 3-D pose (position
and orientation) [MD94, Bro85, BB82, Kro87]. The system
has access to a Short Term Memory (STM) containing the
attribute values of world objects in the form of numerical
data as obtained from the sensors. In contrast, the user's
representation and description of the environment will in-
volve subjective and context-sensitive quali�ers. Thus, to
enable the system to identify the referent of the user's de-
scription, we must perform a mapping between the qualita-
tive labels and the quantitative stored data.

To address the mapping problem we propose to use
fuzzy logic [Zad73]. This formalism maps continuous data
into a �nite number of categories. Each category has an as-
sociated fuzzy membership function which assigns a degree
of membership into the category to a set of continuous val-
ues. To apply fuzzy logic to our problem, we assume that
attributes are tied to an underlying continuous space. This
space is then discretized according to the number and types
of labels that users will associate with the attribute. We can
therefore associate a membership function with each label
for a given attribute. For example, the volume attribute
may have the labels \big", \medium" and \small" associ-
ated to it. An object with a given volume measurement
will have a di�erent score for each of the three labels. This
allows us to assign a score to an object for each quali�er
mentioned in the user's description. These objects, or ref-
erent candidates, can be ordered according to the combina-
tion of the degrees of membership or possibility values. A
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Figure 1: Fuzzy membership functions for the attribute
weight

single object will be selected as the referent provided that
it is the only candidate satisfying a decision criterion.

Figure 1 depicts two sample fuzzy membership functions
for the weight attribute which are associated with the lin-
guistic labels \light" and \heavy". A weight measurement
(in kg's) would be assigned a degree of membership into
both label categories. The measurement would be mapped
to the label assigning the highest fuzzy value. As the goal
of using fuzzy logic is to emulate human decision patterns,
we propose to design the membership functions by training
them with data collected from a group of human subjects.
Thus, for a given label, a possibility of 1 could be assigned
to all values for which a group of \experts" agree in assign-
ing the label, a possibility of 0 can be assigned to values for
which there is a unanimous consensus for not assigning the
label, and a reasonable interpolation can be performed in
between [DM83].

In our prototype implementation we use the attribute
classes of size, shape, colour, height and material. Each
of these is associated to a list of quali�ers that the user
may choose to describe world objects. For example, the
shape attribute is linked to the terms \round", \square"
and \cylindrical" among others. The types of objects in our
model environment are those that may typically be found
in an o�ce. Such items include: chairs, desks, boxes and
books. To interact with the environment, our system is
interfaced with a mobile robot controller/simulator that in-
cludes an RWI B-12 robot using video and sonar sensing
[DJ93].

3. TRADE-OFF BETWEEN QUERIES AND

SENSING

To identify a referent, the system parses the referring ex-
pression and uses its knowledge of the environment to rate
each object with respect to its possibility of �tting the de-
scription. Di�culties arise when the system is faced with
incomplete environment data preventing the scoring of each
potential candidate for every quali�er in the referring ex-
pression. In order to compare all candidates, they must be
rated with respect to the same attributes. The system is
faced with three alternatives: 1) select the best candidate
based on existing knowledge; 2) question the user about
properties that the system knows about but were not men-
tioned in the original referring expression; 3) use sensors to
collect missing data to evaluate the candidates more exten-

sively and thus make a more informed selection. Of course,
there is a trade-o� between these alternatives. In the �rst
case, the choice is made rapidly at the expense of accuracy.
That is, there is a greater uncertainty about the correctness
of the chosen candidate. In the second case, we may im-
prove accuracy at the cost of interacting with (or disturb-
ing) the user. Finally, the third case enables the system
to make the choice which is most faithful to the descrip-
tion provided by the user, while increasing the knowledge
base in the STM, at the cost of time and resource expendi-
ture. In general, the correct choice depends on the ease or
advisability of interacting with the user as compared with
the expected cost and bene�t of operating autonomously.
In the work reported here, we select the \user interaction
cost", whereas the cost for autonomous operation is based
on an estimate of the e�ort required to perform additional
sensing:

Let � be the user interaction cost.
Let � be the autonomous operation cost,
where � is de�ned as:

X

i2Candidates

path length(i ;i + 1 ) + sensing e�ort(i)

If � < � then the system should query the user
for more information.

Else the system should collect more sensory data.

By changing the value of the �rst cost, we can vary
the system's response and compare the accuracy of the se-
lection as well as the time required to make the selection.
Note that the methods mentioned here are used only when
the system cannot uniquely identify the referent with cur-
rent knowledge. Thus, measures must be taken to ensure
\understanding". In dialogue theory, this type of repair is
typically carried out via user questioning. We extend the
technique here to include autonomous behaviour (i.e.: sens-
ing) other than queries.

4. REQUESTING MORE INFORMATION

The system may opt to query the user for more information
either as a result of the cost comparison outcome, or in order
to obtain a greater discrimination between the candidates
so that a single object stands out as the only possible refer-
ent. The queries consist of asking the user to provide a more
extensive description so that a re-scoring of the candidates
will result in a larger gap between the best score and the
remaining ones. In questioning the user, the system must
attempt to prune the search space as e�ciently as possible
which will limit the amount of user interaction required to
obtain more data. This is a direct result of soliciting in-
formation which will most widely discriminate between the
candidates. This, in turn, amounts to selecting a question
about the attribute having the greatest variation of val-
ues represented among the candidates. This variation can
be uncovered by computing the entropy for each attribute
over all objects in the environment. The probabilities used



in the entropy equation are based on the membership val-
ues for each quali�er associated to a given attribute. To
illustrate, consider the size attribute which may be associ-
ated to the three quali�ers \small", \medium" and \large".
The entropy value for this attribute would be computed as
follows:

Entropy(size) =

��small log(�small)� �medium log(�medium)�

�large log(�large)

where:

�small =
�̂small

�̂small + �̂medium + �̂large

�̂small =
X

c2Candidates

fms(c) for \small"

where fms is a fuzzy membership score.
In the above equations, �̂small represents the total de-

gree to which the candidate objects can be referred to as
\small", and �small re
ects the proportion of \small" ob-
jects among all candidates.

After computing the entropy for every attribute, the one
having the highest value will be the one for which the user
will be requested to supply the referent's value. This cal-
culation and questioning continues until a single candidate
is reliably selected by the decision criterion. This unique
candidate is then presented to the user for veri�cation.

5. VERIFICATION AND CORRECTION

Once the system has made its selection, the chosen candi-
date must be subjected to an acceptance procedure. This
procedure has two outcomes: either the user acknowledges
that the chosen candidate is in fact the referent, or else
rejects it, in which case both system and user must collabo-
rate in the system's identi�cation of the referent. Typically,
when the user rejects the system's selection, he/she will be
expected to indicate the discrepancy between the selection
and the referent by stressing the attribute values that dis-
criminate between both [CWG86]. Using this new data and
those gathered during the search process, the system will
attempt to correct the error and correctly identify the ref-
erent.

6. SYSDEM DESIGN

Figure 2 illustrates the architecture of our prototype sys-
tem. The arrows indicate the 
ow of information between
the constituent parts. Each module is responsible for an
independent subtask in the referent identi�cation process.
At the heart of the system lies the Dialogue Manager which
coordinates the data exchanges between the components
as well as those between the system and user. The Short
Term Memory (STM) and Knowledge Base (KB) contain
task-relevant information, environment object representa-
tions and general world knowledge. These components are
updated through the collection of sensory data as well as
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Figure 2: System Architecture

user-proived information. The Speech Recognition Module
(SRM) [DMKGS95] receives the spoken command as input
and derives sequences of wordsW1 ;W2 ; : : : ;Wn taken from
the system's vocabulary, V while assigning each sequence a
probability of having been produced by the acoustic signal.
The word string with the highest probability is selected and
communicated to the User Interface Module (UIM). The
UIM uses an expert system tool [Cul89] to extract the key-
words from the SRM output which include the task name,
the target object type and the object quali�ers (e.g., \Please
get the big, blue box"). These keywords are then provided
to the Object Recognition Module (ORM) which uses the
information in the STM and KB to select the environment
object which best matches the descriptive information con-
veyed by the keywords. To accomplish this task, the ORM
uses data provided by the Fuzzy Logic Module (FLM) and
the Sensing Module (SM). The FLM is responsible for the
mapping between natural language descriptors and sensory
data. It also calculates the attribute entropies as these are
based on fuzzy membership values as explained in Section 4.
Finally, the SM manages the system sensors and determines
which objects adn their corresponding attribute values that
must be measured.

7. EXPERIMENTAL RESULTS

We now brie
y demonstrate the working model of our
system. The robot controller graphical interface depicting a
sample o�ce environment is shown in Figure 3. The Short
Term Memory contains partial object representations that
include the object's type (e.g., \box", \chair"), quantita-
tive attribute values and spatial coordinates1 . In addition,
the STM contains a list of landmarks in the environment
which are known to both user and system. These provide
objective points of reference to which both agents can re-
fer without the need for descriptive terms. The landmarks
are useful to disambiguate descriptions which may plau-
sibly apply to more than one environment object. Thus,

1Note that the label numbers in Figure 3 are solely for the
bene�t of the reader.



(a) Visiting and Sensing (b) After Identi�cation of cup10

Figure 3: \Get the white paper cup" (referent = cup10)

rather than asking the user to supply the referent's value
for a given attribute, the system may ask about the refer-
ent's proximity to a speci�c landmark. The distances are
mapped to labels such as \near" and \far" and are included
in the entropy calculation explained in Section 4.

Figure 3 represents an interaction in which the user has
uttered the command: \Get the white paper cup" in ref-
erence to cup10 on the diagram. The system identi�es 4
candidates and rates them according to the information pro-
vided in the command. However, since the STM is lacking
in the values for 2 of the candidates, it cannot rate them
with respect to all attribute values { only those known for
all candidates. Thus, the system resorts to either asking
the user to supply other information that is known to the
system for all candidates, or using sensors to collect miss-
ing data with which to obtain a more description-faithful
scoring of the candidates. In the depicted case, sensing was
rated more cost-e�ective than asking. Part(a) of the �gure
shows the path followed by the robot to collect the missing
values for cup13 and cup34. Part(b) depicts the robot in
its new location after the correct referent identi�cation.
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