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Abstract— In this paper we present an overview of a recommender
system that attempts to predict user preferences based on several
sources including prior choices and selected user-defined features.
By using a combination of collaborative filtering and semantic
features, we hope to provide performance superior to either alone.
Further, our set of semantic features is acquired and updated using a
learning-based procedure that avoids the need for manual knowledge-
engineering. Our system is implemented in a web-based application
server environment and can be used with arbitrary domains, although
the test data reported here is restricted to recommendations of movies.

I. INTRODUCTION

This paper outlines a recommendation system 1 that com-
bines aspects of user-based and item-based methodologies to
attempt to avoid some of the difficulties encountered with
either approach in isolation. Web-based systems that attempt
to recommend products to users based on knowledge of their
personal preferences have become relatively commonplace.
The preferences in question may simply be items in a current
web-based shopping cart, but more typically they are based
on historical shopping data or explicit responses to questions.
As such, recommendation systems represent one of the most
successful and unique application spaces of the world wide
web; prior to the web, such recommendation systems were
unheard of in this form and essentially infeasible.

Recommendation systems are typically based on one of
two key paradigms: collaborative filtering, which makes rec-
ommendations to a user based on what similar users have
done, or item-based filtering, which makes recommendation
to a user based on inferred connections between the objects
in the domain of interest without explicitly modeling other
users (which are typically used implicitly to create the inter-
object links). An idealized example of collaborative filtering
would be to recommend to a user the films that his or her
best friend is known to have enjoyed, and which the user
has not seen before; in practice the “best friend” is computed
using statistical methods, most commonly as a form of cross-
correlation. A simple example of item-based filtering would be
to recommend a film to a user based on its genre (e.g. comedy,
family, action, etc.) given prior knowledge of the genre of the
films the user has enjoyed in the past; in practice, the genre
is one of several features that can be used, but choosing the
features to use can be problematic.

1the system can be accessed at http://q.cim.mcgill.ca

Each of these standard paradigms has been demonstrated to
be successful, but each suffers from several shortcomings. In
addition, we have identified several shortcomings that seem to
be shared by both approaches and which we are attempting to
address.

Collaborative filtering suffers from the fact that the basis for
user preferences is not modeled whatsoever: one user might
like a film for its humor, another might like it for its action. As
such, the correlation between their tastes may be incidental [1].
For pairs of users that have only rated a small number of items,
the risk of incidental correlations based on insufficient data is
significant. On the other hand, for users that have rated a very
large number of items, the risk of incidental correlations is
also substantial.

Item-based recommendations can be based on several ap-
proaches. We will restrict our attention to those based on
semantic features such as the genre of the items. For such
systems, the set of features used to classify the items is critical
and it needs to be both expressive and tractable. If the features
in question (e.g action movie) are too broad or subjective, then
the recommendations will suffer (for example, a husband and
wife might disagree on the definition of a “dramatic film” or
a “violent film”; sometimes this disagreement can itself be
dramatic). On the other hand, if the features are too narrow to
be applicable to many items, then either the rating matrix will
become too sparse or ratings will be interpreted inconsistently
in order to force them to apply more broadly.

Finally, it is often the case that the recommendations
suitable to a user will be context dependent. The context of a
user’s search often has a significant bearing on what should be
recommended, yet to our knowledge is has not been considered
in the context of filtering applications. For example, if one is
looking for a book, it is often for a specific purpose, be it
light reading, self-improvement, or academic research, and a
book that is appropriate to a reader in the light reading context
will probably not be useful for research. Similarly, if one is
looking for a film, then those that are appropriate for viewing
with one’s family may be different from those one would view
when alone.

In this paper we outline the design of a recommender system
that combines aspects of collaborative filtering and item-
based recommendation. Our collaborative filtering algorithm
and item-based components are based on statistical pattern
matching methodologies. In the development of our item-



based model, however, we use a non-deterministic selection
mechanism to define the attributes of interest that relate items
to one another. Our approach is domain independent and
should be suitable for most domains, but in the context of this
paper we will use movie recommendations as our example
domain.

A. Outline

In the remainder of this paper we discuss related work,
and the problem of providing personalized recommendations.
We continue with an exposition of the methodology and
architecture, provide an illustrative example, and discuss some
of the realized benefits and challenges. Finally, we close with
a discussion of open problems, directions for future work and
conclusions/findings from our work.

II. RELATED WORK

Several different approaches have been considered for au-
tomated recommendation systems. Very broadly, the bulk of
these can be classified into three major categories: those
based on user-to-user matching and referred to as collaborative
filtering, those based on item content information, and hybrid
methods.

Collaborative filtering was first developed and identified
as a methodology in the Tapestry email and Usenet filtering
system [2]. In that work the emphasis was on the use and
transmission of manually generated annotations of articles.
In the GroupLens system the collaborative filtering paradigm
was automated to provide automatic filtering of Usenet news
articles [3].

Recommender systems are often described as being ei-
ther memory- or model-based. Memory-based systems make
predictions based on the entire raw data set, while model-
based systems perform predictive calculations based on a
version of the data which has been reduced in size [4]. A
memory-based system might calculate nearest neighbors for
each user and make predictions based on the preferences of
those neighbors. In such systems, the similarity between users
is often defined in terms of Pearson Correlation or the Vector
Similarity measure used in Information Retrieval [4], [5].
Examples of model-based systems include Goldberg’s “Eigen-
taste” framework [6] and Canny’s “Mender” system [5], both
of which map ratings data to a lower-dimensional subspace
before making predictions. Systems such as the probabilistic
Personality Diagnosis use a hybrid of the memory and model-
based approaches [7].

In most recommender systems the overall opinion of an item
is given as a integer value on some discrete scale. In the Entree
recommender system, however, the user indicates a feature in
which the item is lacking [1]. The system then determines
which items are rich in the qualities being searched for, based
on the responses of other users.

Due to the large number of items in most recommender
systems, the ratings data will tend to be very sparse [8]. In
such situations knowing a user’s opinion of an arbitrary item
may not help in determining the user’s relationship with other

users [9], [10]. An important aspect of a recommender system
therefore is having a principled way of suggesting items to be
rated. Approaches include using Partially Observable Markov
Decision Processes [11] or Expected Value of Information [9]
to determine which ratings will provide the most information.
A simpler approach is to prompt the user to rate items which
have been rated with a high variance [6].

In developing our recommender system we have taken all
of these issues into consideration.

III. APPROACH

Typically in a recommender system a user will be given a
list of items and prompted to indicate his or her preference for
each. Preferences are indicated with a value in some range of
integer values, e.g. � 1 � 10 � , or by choosing “like” or “dislike”.
In Burke’s Entree restaurant recommender system, instead of
a numeric rating, the user selects a semantic rating which
describes some aspect of the item [1]. For instance the user can
select a rating such as “less expensive” or “nicer” to indicate
an attribute he or she is looking for but feels is lacking in the
current restaurant. In that work the set of possible semantic
ratings a user can choose from is predefined when the system
is created. Additionally, distances representing the similarity
between the ratings are determined in advance by knowledge-
engineering (i.e. manual intervention).

Other systems use information regarding the content of
items in order to infer reasons behind a user’s preferences. For
instance if a user consistently exhibits a preference for movies
which the system knows are classified under the action genre,
then the system will automatically infer that the user enjoys
action films.

In our system, we wish to have information about which
items a user prefers, but also to collect information about
which features of the item the user liked or disliked, i.e. which
features contributed to the user’s preference. In addition, we
wish to learn a large set of features suitable for classification.
To do this, we allow the user to suggest arbitrary features to
the system at their discretion, and to classify items using these
new ad hoc features. This avoids the need to guess all suitable
features in advance. It also allows for the use of specialized
features for specific sub-domains where specialized vocabulary
may be appropriate. Finally, it permits new jargon to be
introduced as it develops (for example in technical domains,
or in domains related to popular culture). The obvious dis-
advantage of this is that (a) obscure or useless features may
be introduced, (b) feature selection may become onerous due
to the excess of available features and (c) redundant features
may be introduced (such as both “funny” and “amusing” in
the context of movies). We address these issues below.

In our system, the user indicates overall liking or disliking
of an item with an integer rating on a scale of 1 to 10 (where
1 indicates an extremely negative opinion and 10 indicates
an extremely positive opinion). To complete the rating the
user is required to specify at least one feature of the item
which was important to his or her overall rating. The user is
presented with a list of possible features for rating purposes,



and is also given the opportunity to add new features to the
system. For each feature chosen, the user specifies whether
the feature contributes positively or negatively to the overall
rating of the item, again on a scale of 1 to 10.

Both item-based and collaborative filtering-based recom-
mendations have advantages [12]. Aside from the empirical
data, item-based methods can be used to provide recommen-
dations when the number of viewers (in the case of films) is
too small to use collaborative filtering reliably (for example
for new films). On the other hand, collaborative filtering
can sometimes provide recommendations for items where the
features have not been clearly defined, or in cases where
existing features are not adequate descriptors. Thus, we have
selected a hybrid approach that combines the two approaches
as described above, with a weighting factor between 0.1 and
0.9 (i.e. one source has a weight of α and the other has a
weight of 1 � α).

A. Infrastructure

The system consists of a website implemented using the
Zope application server to provide a dynamic HTML front
end. User and item data is supported with a MySQL database.
The more intensive computations are implemented in C and
are connected to Zope and the website via Python. The movie
database used is the EachMovie data set 2 (only the movie
information was used).

The structure of the system, including the Zope web pre-
sentation, the database schema, and the recommendation code
have all been designed to be domain-independent, so that
domains other than movies can be easily used.

B. User similarity

The collaborative filtering component of our methodology
hinges on the ability of define the similarity between a target
user for whom we are to make a recommendation, and any
other user. Once this similarity is defined it allows us to find
users who are nearby to each other in the sense of preferences.
The preferences of nearby users can then be used to compute
a prediction for the unseen preferences of the user requesting
recommendations. We use Pearson Correlation to compute
similarity, and since we collect data both regarding the items
themselves and the features of the items, we can compute
similarity in either item or feature rating space.

Each user j will input a set of ratings in which ri j � � 1 � 10 �
is his or her overall rating of item i. The system contains a
set of user-specified features F �	� φ1 � φ2 ��
�
�

� φt � . For each
feature k felt to be important to the overall rating of item i,
user j specifies a rating f k

i j in the range � 1 � 10 � .
Given this ratings set, computing user similarity consists

of two parts. First, we compute user similarity based purely
on the “overall” ratings. The similarity between users p and
q with respect to overall ratings is defined as the Pearson

2http://research.compaq.com/SRC/eachmovie/

Correlation between their ratings:

sr � p � q ��� ∑i � rip � r̄p � � riq � r̄q ��
∑i � rip � r̄p � 2 ∑i � riq � r̄q � 2

(1)

where r̄p and r̄q are the mean overall item ratings for all items
rated by users p and q, respectively, and the summations are
over each item i rated by both users p and q.

Next, we compute the similarity between users based on
their preference for features. We calculate the mean rating f̄ k

j
given to feature k by user j, and f̄ j, the mean feature rating
assigned by user j across all ratings. Then we compute the
similarity between two users p and q as the Pearson correlation
between these feature rating statistics:

s f � p � q ���
∑k � f̄ k

p � f̄p � � f̄ k
q � f̄q ��

∑k � f̄ k
p � f̄p � 2 � f̄ k

q � f̄q � 2
(2)

where the summations are over all features k which have been
used by both users p and q.

Given sr and s f and a weight α � � 0 
 1 � 0 
 9 � we can compute
the hybrid similarity between users p and q as

sα � p � q ��� � 1 � α � sr � p � q ��� αs f � p � q � (3)

Using equation 3 we can define the nearest neighbors of user
j to be Nα

j , the set of n users with the highest similarity sα
to user j for a given α . The effect of α is to allow us to give
more or less weight to the overall ratings or the feature ratings
when determining user similarity.

Having chosen a value of α and computed the set of nearest
neighbors to user j, we can predict the rating user j will give
to item i:

rp
i j � r̄ j � κ ∑

u � Nα
j

sα � j � u � � riu � r̄u � (4)

where κ is a normalizing term.

C. User-specified features

In preliminary tests of the system a limited user population
rapidly increased the number of features to over 100. Having to
wade through this list to make each rating would be unaccept-
able to most users. Furthermore, several of the features only
apply to certain classes of film, and some are too esoteric to
be of interest to most users. Our approach, instead, is to select
a useful subset of the features at any given time and present
these to the user. On the other hand, it is worthwhile to collect
some data on even those features of little apparent utility
since new features need an opportunity to become useful,
and even less useful features provide useful cues to inter-item
associations. Thus, while the user is able to access and choose
from the complete list of features, should that be desired, the
system attempts to make the choice easier by probabilistically
selecting a subset of features to be suggested for use. To
suggest features for a particular item, the system computes the
variance in ratings for each feature which has been used to rate
the item. The features with the highest variance are considered
to be informative because while users tend to agree the feature



is applicable to the item, they disagree about whether it is a
positive or negative aspect of the item. On the other hand,
low variance features are considered to be less informative.
The highest variance features will always be suggested to the
user, while a given low-variance feature t with variance σ 2

it
for item i will be suggested with the following probability:

Pi � φt �σ2
it ��� 1

eg � σ 2
it � (5)

where g is a normalizing function.
While the system automatically matches misspelled or sim-

ilar features when they are added to the system, it is likely
that users will enter features which are semantically equivalent
to features already in the system. These features will be
redundant and should be merged. By building and using a
table of synonyms, we believe we can reduce the effect of
these mutually redundant features. Such a table could be built
in part by examining correlations in feature use as in Table II,
i.e. features which are used for the same items very often can
be flagged as possible synonyms by the system. The problem
of redundant features may also admit more complex solutions
and seems to be amenable to a correlation-based analysis and
may be linked to issues of granularity [13].

IV. PRELIMINARY RESULTS

At the time of this writing, our results remain rather tentative
as we are collecting further data. One difficulty we faced is
that since our rating system is novel, any existing dataset we
use can only be used for item information, and not for rating
information. As a consequence the results presented below are
preliminary, being based on the rating information we have
been able to collect so far. At the time of writing the system
consists of 48 users, 1016 ratings entered using 125 features,
and the database contains 1641 movie entries.

We have estimated the optimum weight for our limited user
population using leave-one-out cross validation. That is, for
each user we ran a series of trials. In each trial, all but one of
the items rated by the user were used to calculate a predicted
rating for the remaining item (if possible), and then the error
between the predicted and actual rating was calculated. We re-
peated this process for each user in the system, and calculated
the mean of all absolute errors (MAE) over these trials. For
cases where the number of nearest neighbors (as per Equation
4) is 12, the cross-validation error as a function of the weight
given to feature information, α is illustrated in Fig. IV. It
appears that optimum performance is achieved for a weight of
0.3. For some parameter settings, it appears that the optimum
weight takes on different values, including cases where the
optimum recommendation is produced by maximizing the
influence of the feature-based recommendations. Due to the
limited size of the user population these results should be
regarded as tentative, but they suggest that item-based and col-
laborative filtering-based recommendations can be combined
profitably. Further, the eclectic features suggested by a sample
user population seem to provide effective recommendations,
despite redundancy and some features of minimal utility.
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Fig. 1. Mean Absolute Error (MAE) of cross-validation test as a function of
the weight α given to features (versus other users) when making predictions.

Presented in Table I is a list of some of the more popular
features and the frequency with which they were used.

TABLE I
A SELECTED SAMPLE OF USER-CREATED FEATURES AND A RELATIVE

FREQUENCY INDICATOR MEASURING HOW OFTEN EACH HAD BEEN USED.

Feature Frequency of use
comedy 55
action 37
sci-fi 36
stupid 34
violence 22
long 15
black comedy 15
social commentary 13
dark 12
Ahnold-esque one-liners 11
complex 7
Ingrid Bergman 1

The features in the system consist of information about
genre, actors, directors, as well as more high-level judgments,
for instance “stupidity” and “complexity”. Information about
genre, actors, directors, and even plot, can be obtained me-
chanically from the description of the item (i.e. databases such
as the EachMovie set contain genre information), and most
people would agree about whether such a feature applies to
an item or not. On the other hand, the higher-level features
would typically only be available from subjective reviews of
the item, and would be subject to debate.

Some of the items in the list might appear useless at first.
Take for instance the feature “stupid”. We expected that all
users who used “stupid” to describe an item would use it
negatively, but in fact it was used by many users, and as
both a negative and positive feature. The same behavior was
true for the feature “complex”. In followup interviews that
were conducted with a subset of users, some people indicated
that they genuinely enjoyed movies with a “stupid” component
(much to the amazement of one of the authors of this paper).

We also examined the correlation between pairs of features
(i.e. pairs of features which were both used to describe the
same item). Table II lists some of the more highly correlated
and interesting combinations. Such a table will help a human



system administrator to identify semantically equivalent fea-
tures since they will presumably be used to describe the same
items.

TABLE II
A SAMPLE OF PAIRS OF USER-CREATED FEATURES WHICH ARE USED TO

RATE THE SAME ITEMS.

horror grotesque
space wars futuristic

artsy stylized
complex Time Travel
complex interesting plot

woody allen intellectual
children amusing

animation children
historical complex content

atmospheric photography
surreal dystopia
action violence
artsy lots of questions unanswered

very moving character drama

V. DISCUSSION

In this paper we have outlined the design of a recommender
system we have developed that combines collaborative fil-
tering with continuously modifiable user-suggested feature-
based recommendations. In preliminary trials it appears to
provide good recommendations and addresses some issues
with standard systems in terms of how items are rated.

One issue we are currently addressing is the need to adjust
the recommendation processes conditionally as a function of
the context in which the recommendation will be used. We
are currently evaluating allowing users to define the context in
which a recommendation should be considered. This will allow
us to conditionally rate items and, hence, to subsequently make
conditional recommendations (i.e. “this film would be good
to watch with your children”). The absence of existing data
sets has hampered the quantitative evaluation of this approach.
Further elaboration is outside the scope of this paper and so
at this time we can only suggest that it appears promising.

Examining the features used to classify films, it was clear
to us that several of the features suggested by users were ones
we would not have inserted ourselves, and yet they proved
appealing to users and useful; in fact one might speculate that
these whimsical features improved the level of user satisfaction
(although we have no firm data to corroborate that). Further,
the mere fact that users could add additional features to address
perceived shortcomings in the system seems to enhance the
sense of satisfaction and community, and reduce frustration
– all important factors in a recommendation system that uses
collaborative filtering.

Our results based in stochastic presentation of features
based on utility seems to allow us to construct an item-based
recommendation component of our system that uses a rather
large number of user-defined features, while only requiring
users to select from a limited list when indicating their
preferences. This seems to lead to good performance of the
recommendation system. On the other hand, users occasionally

expressed frustration (in followup interviews) because features
they had expected to find based on past experience were not
present sometimes. We have addressed this on an interim basis
by allowing users to manually type in additional features, and
if these match an existing feature then that feature is used.
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